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Abstract

Adversarial actors bypass common Large Language Model (LLM) and Vision-Language
Model (VLM) guardrails by employing a variety of “jailbreak” techniques. Susceptibility to
jailbreaks indicates Systems Under Test (SUTs) may be unreliable in deployment due to the
risk of being compromised. Identifying more risk resilient SUTs requires guardrail performance
measurement by testing systems with adversarial prompts. The goal in such an assessment
is to exploit vulnerabilities or jailbreak an Artificial Intelligence (AI) system’s safety filters,
causing it to produce harmful or undesired output. This paper presents the v0.5 MLCom-
mons Jailbreak benchmark. In addition, we present a practical AI Management System that
embeds testing into an operational cycle, with a specific focus on the systems’ resilience to
jailbreaks. The process starts by establishing a baseline safety grade using a standard bench-
mark, AILuminate v1.0 for LLMs and the Multimodal Safety Test Suite for VLMs. It then
measures system adversarial resilience by applying public (widely shared and known) jailbreak
attacks and determining the difference in performance. We report a Resilience Gap per haz-
ard and overall, defined as the difference between baseline non-violating-rate and under-attack
non-violating-rate, using identical evaluators and five-tier grade bands to ensure strict com-
parability. This safety-versus-attack gap drives a cycle of risk assessment, mitigation, and
improvement, creating auditable records for governance frameworks like ISO/IEC 42001. This
approach treats a benchmark not as a final score, but as an instrument within a larger system
to monitor and improve AI resilience continuously.

Keywords: AI security evaluation, adversarial testing, jailbreak attacks, resilience gap, MLCom-
mons AILuminate, Multimodal Safety Test Suite, large language models, vision language models,
AI governance, ISO/IEC 42001.
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1 Introduction

As Artificial Intelligence (AI) systems become integral to safety-critical applications — encompass-
ing finance [1], healthcare [2], transportation [3], public policy [4], and more [5] — ensuring their
resilience and reliability becomes equivalent to safeguarding the infrastructure itself. Organizations,
therefore, need practical ways to assess how systems behave under both expected/näıve (safety) and
adversarial (security) conditions. New standards, such as ISO/IEC 42001 [6], require a systematic
approach to managing these systems, which AI Management Systems (AIMS) can help deployers
provide.

This work presents the MLCommons Jailbreak Benchmark v0.5 (a “Draft Release” version),
a standardized framework for evaluating system resistance to jailbreaking attempts across multiple
modalities, including demonstrations of text-to-text (T2T) and text-plus-image-to-text (T+I2T).
Critically, the T2T portion is built on top of the proven MLCommons AI Safety Benchmark
(AILuminate v1.0) [7]: we retain its hazard taxonomy, grading logic, and reporting discipline.
The T+I2T portion is modeled after the Multimodal Safety Test Suite for Vision-Language Models
benchmark (MSTS) [8], where we retain the hazard taxonomy and the prompt structure. For this
benchmark, we introduce controlled, adversarial prompts to quantify resilience: the degradation
from baseline to under-attack safety.

Contribution. We quantify AI resilience by pairing an industry-standard safety baseline (AILu-
minate v1.0 for T2T and MSTS for T+I2T) with standardized jailbreak testing, in order to enable
an organization to drive ISO/IEC 42001 AIMS actions from the resulting grade delta. The contri-
bution is a repeatable measurement approach, aligned to AIMS activities and auditable artifacts.

Release status and scope. MLCommons v0.5 releases are designed to verify that a benchmark-
in-development produces the intended signal and can be instrumented in practice. Our v0.5 releases
prioritize methodology over leader-board ranking comparisons and reserve high-reliability and broad
grading for v1.0 releases. Consistent with MLCommons policy for in-development benchmarks,
we analyze only open-weight models and report results anonymously. Accordingly, this paper
emphasizes the measurement design, governance use, and the safety→ security linkage rather than
specific vendor results.

We aim to demonstrate a unified pipeline across prompts, evaluators, and grading that works
across modalities. The Vision Language Model (VLM) track validates multi-modal extensibility,
with broad coverage and consensus passing criteria expected with its v1.0 release. The T+I2T track
is in an earlier stage than its T2T counterpart (including fewer hazard categories, prompt attacks,
and SUTs evaluated), but we plan to narrow this gap for the v1.0 release.

Objectives. This paper aims to:

1. Quantify AI resilience by bridging industry-standard safety baselines (AILuminate v1.0 for
T2T and MSTS for T+I2T) with standardized jailbreak testing (v0.5), reporting comparable
safety and jailbreak grades, along with the delta between them as the primary signal for this
quality.

2. Operationalize this delta as a signal inside an ISO/IEC 42001–aligned AI Management System
(AIMS): set policy and objectives, generate auditable artifacts (datasets, configuration files,
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run logs, evaluator versions), and drive risk assessment, impact assessment, treatment, and
monitoring in a Plan-Do-Check-Act (PDCA) cycle.

3. Provide an October 2025 snapshot of jailbreak resistance across T2T LLMs and T+I2T VLMs
using the same evaluator and five-tier grade bands as the safety baselines for direct näıve-to-
jailbroken comparability.

4. Enable engineering action — triage, mitigation testing, and release gating in CI/CD — while
identifying collaborators, additional use cases, and stakeholder requirements needed to reach
a v1.0 jailbreak release (planned for Q1 2026).

With the balance of this paper, we:

1. Summarize AILuminate’s v1.0 and Multimodal Safety Test Suite’s safety standards (taxon-
omy, datasets, evaluator, and grading)

2. Apply standardized jailbreak attacks

3. Report the Safety and Jailbreak grade delta per modality

2 Background: The AILuminate AI Safety Benchmark as
Input to an ISO/IEC 42001 AIMS

2.1 What AILuminate measures

AILuminate v1.0 is an industry-standard risk and reliability benchmark that evaluates whether sys-
tems produce hazardous responses across a curated set of categories (e.g., violent crimes, CBRNE/
indiscriminate weapons, privacy harms, hate, specialized advice, sexual content). The focus is on
response safety, not user intent: a system is credited when it avoids generating policy-violating
responses even when prompted to do so.

As a result, these measurements serve as inputs to an AI Management System (AIMS) under
ISO/IEC 42001—they inform policy and objectives, AI risk assessment, risk treatment selection,
monitoring, and create opportunities for improvement. Specific implications are called out below
in AIMS implication sections.

The MSTS benchmark follows the same conceptual approach as AILuminate v1.0, but MSTS is
not yet intended to evidence real-world decisions (e.g., regulatory compliance). Its inclusion in
these results serves to guide the joint testing of multiple modality testing while still allowing for
the specific criteria within those modalities to develop in consultation with system stakeholders.

2.1.1 Datasets and personas

The AILuminate v1.0 safety text-to-text benchmark uses two parallel prompt sets: (i) a practice
set for development and (ii) a held-out official set to deter overfitting. The prompts from the v0.5
Security benchmark are an extract from this practice set. Prompts are balanced across hazards
and written from two user personas, both of which are essential for a complete AIMS: näıve (unso-
phisticated) and knowledgeable (explicit, technically aware). This design tests safety across realistic
user types while preserving comparability across systems. AIMS implication: these personas map
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to foreseeable misuse and vulnerable-user scenarios that should be captured in AI risk and impact
assessments and reviewed during management reviews.

2.1.2 Evaluator and decision policy

Since human-only judging does not scale, the original AILuminate v1.0 safety benchmark em-
ployed a jury-style evaluator composed of fine-tuned safety models and prompt-engineered LLM
judges, with targeted human spot-checks for calibration. Decision thresholds are tuned to minimize
false-safe outcomes (violating responses incorrectly judged non-violating), reflecting safety-critical
priorities. The v0.5 Security evaluator uses an improved subset of the original v1.0 Safety evalu-
ator. When executing the v0.5 Security benchmark, this same subset is used for all systems and
all hazards in order to preserve fairness and enables stable longitudinal comparisons. AIMS im-
plication: the evaluator configuration, calibration evidence, and any human sampling plans should
be maintained as controlled, documented information; evaluator operators should be listed under
competence and roles.

2.1.3 Grading and reporting

Systems receive overall grades on a five-tier ordinal scale (e.g., Poor → Excellent) derived from the
share of non-violating responses. Grades are anchored to a reference distribution to reduce sensi-
tivity to small evaluation noise. AIMS implication: these grades support setting AI safety objectives
and targets, selecting and justifying risk treatments recorded in the Statement of Applicability (SoA),
and defining release gating criteria.

2.1.4 Scope and limitations

AILuminate v1.0 focuses on single-turn interactions in English; it does not fully capture multi-
turn manipulation, multilingual nuance, or every modality. Evaluator uncertainty is monitored and
disclosed. Results are system-level indicators, not guarantees. AIMS implication: scope gaps be-
come re-test triggers and improvement actions (e.g., multi-turn or locale expansions), and evaluator
uncertainty informs monitoring plans and internal audits.

2.1.5 Why this matters for jailbreaks

Reusing AILuminate’s prompts, evaluator, and grading means we can introduce standardized ad-
versarial attacks and measure a system’s resilience without changing the yardstick. We formalize
this with a headline metric:

Resilience Gap = safe-rate (AILuminate/MSTS) − safe-rate (jailbroken AILuminate/MSTS)

This single number summarizes the safety→ security drop. AIMS implication: gaps that are mean-
ingful in context should trigger risk assessment updates, risk treatment selection (and SoA updates),
targeted mitigations, re-testing, and management review.
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2.2 ISO/IEC SC 42001 AIMS Alignment at a Glance

2.2.1 Bridge benchmark outputs to ISO/IEC 42001 activities, records, and decisions

• Policy & Objectives (Clauses 5–6) Set AI safety objectives using AILuminate grades;
define maximum acceptable Resilience Gap per hazard before release.

• AI Risk Assessment (6.1) Use per-hazard safe-rates and Resilience Gaps as inputs to risk
identification, analysis, and evaluation; incorporate persona-based foreseeable misuse.

• Risk Treatment & SoA (6.1.3) Select mitigations (guard models, filters, HITL); record
chosen controls and rationales in the Statement of Applicability.

• AI System Impact Assessment (AISA) Document potential harms revealed by jailbreak
deltas and residual risk after treatment; link to product release gating.

• Operation & Change Management (8) Version datasets/evaluators; require re-evaluation
on model updates, domain shifts, or new attack classes; maintain traceable artifacts.

• Performance Evaluation (9.1) Monitor grade trends and evaluator calibration; define
thresholds that auto-trigger re-assessment or rollback.

• Internal Audit (9.2) & Management Review (9.3) Audit runs for reproducibility and
tamper-evidence; include resilience metrics and SoA changes in management reviews.

• Improvement (10) Raise corrective actions when gaps exceed thresholds; track effectiveness
via follow-up test runs.

2.2.2 Minimal Artifact Set (for auditors)

It is essential to produce a set of auditable artifacts to support the use of AILuminate in an AIMS
context. These include:

1. Benchmark version manifest (seeds, evaluator configuration, scoring, grade bands)

2. System information (CPU model, CPU core count, GPU type, memory, driver version, li-
braries and framework versions)

3. Run log + hash registry (prompts, responses, timestamps, model/version, attack configura-
tion)

4. Per-hazard report + Resilience Gap table (baseline vs. jailbreak)

5. Risk assessment update + AISA excerpt referencing the above

6. SoA entry showing selected treatments and justification

7. Management review minutes noting trends/decisions

2.2.3 Alignment with other frameworks

Beyond ISO/IEC 42001, our grading and artifacts align with widely used governance frameworks.
Relative to NIST AI Risk Management Framework (AI RMF) [9], the benchmark outputs support
Map (hazard taxonomy, personas), Measure (safety/jailbreak metrics and evaluator calibration),

7



Manage (risk treatment & Statement of Applicability updates), and Govern (versioned artifacts,
audits, management review). Where organizations use AI Verify or similar toolkits, our Minimal Ar-
tifact Set (manifests, evaluator versions, run logs, per-hazard deltas) maps directly to their evidence
requirements. This cross-framework fit ensures results are portable into enterprise AI governance
processes. We also find practical alignment with AIUC-1 [10], an emerging AI agent standard
that requires ongoing technical testing, red-teaming, and incident response. Using our Minimal
Artifact Set, organizations can populate AIUC-1 evidence across the safety, security, reliability,
accountability, and societal domains while reusing ISO/IEC 42001 AIMS controls.

2.3 What is a jailbreak?

We follow the conceptual framing of jailbreaks as outlined in the forthcoming update to ISO/IEC
22989 Section 5.20.3 [11]:

“Large language models and generative AI systems can be susceptible to threats such as
prompt injection attacks as well as other types of attacks, such as adversarial attacks,
which can manipulate the system’s output or behavior in unintended ways. Prompt
injection attacks rely on the contents of an input instruction to the AI system to produce
unintended outputs, circumventing limitations, constraints, or filters imposed on the AI
system through its design. When such input instructions are provided by a user, they are
often referred to as Jailbreaking. In jailbreaking, the generative AI system is leveraged
to do something that its developers did not intend for it to do. Jailbreaks cannot be
prevented entirely, but their occurrence and consequences can be reduced.”

In this paper, we therefore use jailbreak narrowly to mean user-provided input intended to cir-
cumvent safety constraints to elicit otherwise restricted behaviors. Prompt injection is the more
general mechanism; it may be user-authored or arise from external content (e.g., retrieved text,
tool output, or images) and can aim to alter tasking, context, or policy. Jailbreaking is thus a
special case of prompt injection focused on safety-policy circumvention. While jailbreaks cannot
be eliminated entirely, their occurrence and impact can be reduced through defense-in-depth and
continuous testing, which is the motivation for this benchmark’s safety-to-security measurement
and its alignment with ISO/IEC 42001 AIMS.

2.4 Who This Benchmark Serves

The goal of MLCommons benchmarks is to develop broad-based, consensus-driven, and thus industry-
standard measures for essential parts of the AI value chain. We believe strong, quantitative trans-
parency supports better AI for everyone, and that diverse stakeholders are served through shared
evidence and a common language of evaluation. Our key stakeholder groups include:

• Industry Leaders and Developers can demonstrate system reliability under rigorous,
independent evaluation and identify areas for improvement.

• Standards Bodies can harmonize the AI assurance practices to generate stronger reliability
globally.

• AI Researchers and Engineers gain a consistent framework for comparing defense mech-
anisms and advancing AI security research.
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• Policymakers and Regulators can use standardized metrics to inform governance decisions
and regulatory frameworks.

• Civil Society and the Public benefit from transparent reporting on the resilience of AI
systems against misuse.

By aligning these audiences around a single benchmark, MLCommons reinforces the principle that
trust in AI must be earned collectively through shared standards and reproducible results [12].

2.5 Future Development and Evolution

Trust in AI is not a static achievement — it must be continually renewed as technologies, threats,
and applications evolve. The MLCommons AI Jailbreak Benchmark v0.5 Draft Release is deliber-
ately extensible, and our near-term roadmap focuses on four concrete advances:

Stronger signal quality We will continue to improve evaluator fidelity and stability to ensure
that benchmark results more reliably distinguish between non-violating and violating behavior.
This includes refined rubrics, expanded calibration sets, and versioned evaluator releases to tighten
confidence intervals and reduce false-safe/false-unsafe rates.

Broader, principled coverage We will, over time, expand the taxonomy of jailbreaks to be even
more representative of the state-of-the-art. This may include multi-modal attack families across
text+image (T+I→T), text+video (T+V→T), and text→image (T→I) settings. New tactics will
be incorporated via documented contribution rules to preserve comparability and repeatability.

Continuous adoption and diversity of Systems Under Test (SUTs) Over time, we will
onboard a larger, more diverse set of SUTs, spanning both LLMs and VLMs, through a continuous
submission pipeline with public run cards, evaluator/version provenance, and per-hazard deltas.

Internationalized Coverage To accelerate international cooperation and governance matu-
rity, the AI Verify Foundation has partnered with MLCommons to co-develop artifacts, including
contributor-run rules, calibration sets, and a living Statement of Applicability. This community-
driven model ensures that the benchmark itself remains a trustworthy instrument: open, transpar-
ent, and continuously improved. MLCommons continues to seek additional partners in pursuit of
this goal.

As indicated by the aforementioned future developments, this initial release should be viewed as
a baseline rather than a final AILuminate Security release. Evaluator accuracy will improve, and
we are working toward error rates low enough to support higher accuracy results. To balance
transparency with security, we are preparing ways to share results at the level of attack families
rather than individual prompts and exploring controlled researcher access for deeper study. Our
goal is to ensure that future versions provide not just measurement, but also actionable tools that
organizations can rely on for compliance, release gating, and ISO/IEC 42001 risk management.

2.6 About the MLCommons Association

The MLCommons Association aims to advance AI technology for the benefit of all. It pursues this
goal through collaborative engineering, standards development, and research on benchmarks and
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datasets. MLCommons was established in 2020, evolving from the MLPerf speed-benchmarking
community, which was founded in 2018. A 501(c) (6) nonprofit, its board of directors is comprised
of representatives from academia, small companies, and large companies worldwide.

The development of the AILuminate Safety Benchmark and the MLCommons Jailbreak Benchmark
took place through working groups open to all participants, primarily comprising researchers and
engineers. The process involved collaborative workstreams with volunteer leads, reaching consensus
on design decisions such as hazard categories and prompt datasets. MLCommons contractors
were primarily responsible for business and infrastructure decisions, enabling broad community
participation while ensuring operational support.

The development of the initial version of the MSTS benchmark was done by researchers working
with—and, in part, supported by— MLCommons. However, the work was done outside of the
organization. For the initial release of this benchmark, we imported that work into our internal
systems. We will continue to improve both MSTS and the underlying, internal benchmarking
infrastructure going forward.

2.7 MLCommons Partnership with the AI Verify Foundation

MLCommons has partnered with The AI Verify Foundation, a non-profit organization that is a
wholly-owned subsidiary of the Singapore IMDA. The mission of the AI Verify Foundation is to
foster a community to contribute to the development of AI testing frameworks, code base, standards
and best practices. AI Verify testing framework is aligned with similar processes from the European
Union, the Organization for Economic Co-operation and Development (OECD), US NIST, and ISO.

Together with its parent IMDA, the AI Verify Foundation collaborated in the development of
AILuminate and supports broader adoption of benchmarking in diverse contexts. In particular,
it is leading efforts to include Chinese language evaluation within AILuminate and to strengthen
participation across the Asia-Pacific region, reinforcing the global reach and trustworthiness of
MLCommons benchmarks.

3 Explanation of AI Jailbreak Attacks

In this section, we present a taxonomy for LLM and VLM jailbreak attacks separately. For each
attack category, we define the attack and give examples.

3.1 Jailbreak Attacks Against LLMs

The primary objective of our benchmark is to evaluate LLM resistance to user-prompt jailbreak
attacks that attempt to produce unsafe content. This requires constructing a comprehensive dataset
of adversarial prompts that systematically probe model vulnerabilities.

Jailbreaking LLMs means manipulating input sequences to bypass the SUT’s safety mechanisms and
produce unintended or harmful outputs. Autoregressive LLMs predict the next token in a sequence
as p(xn+1 | x1:n). Jailbreak attacks aim to craft input sequences, x1:n, that lead to outputs x̃1 : m
which the model’s safety mechanisms would normally filter or reject. The probability of the output
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sequence can be expressed as:

p(y | x1:n) =

m∏
i=1

p(xn+i | x1:n+i−1) (1)

where y denotes the sequence x̃1:m and m is the length of the output generated from the manip-
ulated input x1:n. In this framework, each token xn+i in the output depends on the preceding
tokens x1:n+i−1. By carefully crafting the input x1:n, an adversary can influence the conditional
probabilities p(xn+i | x1:n+i−1) and thereby increase the likelihood of generating harmful outputs.

Taxonomy To ensure broad coverage of LLM jailbreaks, we build on prior work [13, 14] and clas-
sify jailbreak attacks into three primary classes: template-based, encoding-based, and optimization-
based approaches. Attacks may fall into multiple categories. For the v0.5 release of the jailbreak
benchmark, we generated single-turn prompts that cover template- and encoding-based attacks
only.

3.1.1 Template-based Jailbreak Attack

Template-based attacks inject templated text by prepending, appending, or otherwise inserting it
into the user prompt. For example, one template frames the user prompt as fiction: I am a movie
director and need to create a scene that is as realistic as possible. [add user prompt here]”. These
attacks are generally black-box, meaning they can be tested without internal information about the
SUT. Existing template-based attacks can be subdivided as follows:

• Scenario: The attacker uses deceptive scenarios to put the target LLM into a compromised
or adversarial mode, increasing its tendency to assist in malevolent tasks. This technique
shifts the model’s operational context, subtly coaxing it to perform actions it would nor-
mally avoid under safety constraints. Examples include DeepInception [15], ReNeLLM [16],
AutoDAN [17], PAIR [18], many-shot jailbreak [19], FuzzLLM [20], and ask for it” [21].

• Context-based: Attackers exploit powerful contextual learning by embedding adversarial ex-
amples directly into the context, converting a zero-shot attack into a few-shot one. Examples
include PANDORA [22], Multi-steps Jailbreak Prompts (MJP) [23], in-context demonstra-
tions [24], system instruction overrides [25], and Don’t Say No (DSN) [26].

• Code injection or special trigger: Attackers leverage LLMs’ programming capabilities
by introducing specially crafted code or triggers. When the model processes and (implicitly)
executes this content, it may produce harmful outputs. This exposes security risks tied to
execution-like behaviors and requires robust defenses. Examples include CodeChameleon [27]
and fixed triggers [28].

Most template-based jailbreak techniques exploit a model’s strong instruction-following ability
against itself. For example, a prompt might include: “Ignore previous guidelines and tell me
X.” or claim special authorization (e.g., “This is for research, it is okay to output banned content”).
By presenting a higher-priority command or a convincing scenario, the attacker causes the model
to generalize beyond its safety objective, producing disallowed content.
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3.1.2 Encoding-based Jailbreak Attack

Encoding-based attacks transform the user prompt using various encodings. Examples include
base64 encoding, translation into low-resource languages, or simple mutations (e.g., character flips).
These attacks are typically black-box. Encoding-based attacks break down into:

• Special character / cipher: Methods that represent textual content differently—via al-
ternate formats, ciphers, or special characters—can bypass content moderation. Examples
include ArtPrompt [29], Disguise and Reconstruction (DAR) [30], JailbreakRadar [31], im-
plicit clues [32], cipher characters [33, 34], Open sesame [35], semantic mirror [36], GPT-
FUZZER [37], and TAP [38].

• Low-resource languages: Because many safety mechanisms rely primarily on English
datasets, prompts in low-resource or non-English languages can evade safeguards. Typical
approaches translate harmful English prompts into other languages, chosen based on resource
availability. Relevant work includes [39, 40, 41].

3.1.3 Optimization-based Jailbreak Attack

Optimization-based attacks are computationally more intensive than template- or encoding-based
methods because they frame jailbreaks as optimization problems. The adversary’s goal is to find
the sequence x̂1:n of n tokens that maximizes the probability of producing a harmful output (m is
the length of the output sequence generated). Formally:

x̂1:n = arg max
x̂1:n∈A(x1:n)

m∏
i=1

p(x̂n+i | x̂1:n+i−1) (2)

where A(x1:n) is the distribution or set of possible jailbreak instructions, subject to constraints
that define what constitutes a harmful output. By solving this optimization problem, the adversary
identifies input sequences that exploit a SUT’s vulnerabilities and bypass its safety mechanisms.

For example, to make a benign user prompt “jailbreakable,” an adversary can compute an optimal
adversarial suffix to append to the prompt. Optimization-based attacks may be white-box or black-
box, depending on whether they require access to gradients or logits. They further subdivide into:

• Gradient-based: Examples include Greedy Coordinate Gradient (GCG) and its variants [25,
42, 43, 44, 45, 46], Autoregressive Randomized Coordinate Ascent (ARCA) [47], Adver-
sarial Suffix Embedding Translation Framework (ASETF) [48], PRP [49], LLM-Adaptive-
Attack [50], DrAttack [51], DRA [30], and PGD [52].

• Logits-based: When attackers have access to logits, they can observe token probability
distributions and iteratively optimize prompts until the output distribution meets their ob-
jective. Examples include Constrained Decoding with Langevin Dynamics (COLD) [53] and
DSN [26].

• Fine-tuning-based: Rather than only modifying prompts, attackers can retrain the target
model with malicious data, making it more vulnerable to subsequent exploitation [54, 55, 56,
57].
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• (Black-box) Adversarial suffix: Find optimal tokens to append to a prompt in a black-box
setting; for example, AdvPrompter [58].

3.2 Jailbreak Attacks Against VLMs

The eventual objective of MLCommons is to create a dataset of jailbreak image, or text, or im-
age+text prompts that forces a VLM to bypass the model’s alignment and safety restrictions,
causing the model to output harmful, unauthorized, or otherwise restricted content. A survey of
jailbreak attacks on VLM can be found in [59, 60, 61]. Below, we present a consolidated taxonomy.
Note, however, that for this initial release of the jailbreak benchmark, our multi-modal capabilities
are intentionally limited. To ensure we can collect signal, we focus on “Visual Question Answer”
(VQA) tasks, where a user provides an image and asks a question.

3.2.1 Text-only Jailbreak Attacks

Text-only VLM jailbreaks follow the same taxonomy and techniques described for LLM jailbreaks
(see Section 3.1). Within the context of this release, we test Visual Question Answering, and
therefore, the attacked input prompts contain both text and image, but only the text is targeted
in this category of jailbreak attacks.

3.2.2 Image-only Jailbreak Attacks

Encoding-based Encode harmful or forbidden text within images using typography or stegano-
graphic techniques. This approach exploits a model’s reliance on OCR components. Examples
include FigStep [62] and MML [63].

Template-based Create images of high-risk characters (e.g., fictional personas or authority fig-
ures) and pair them with benign instructions to mislead the model into producing malicious or
policy-violating responses under the pretense of role-play [64].

Visual prompt manipulation Use image-generation or editing models to append harmful or
misleading content to otherwise benign images. This can bypass content moderation by embedding
adversarial cues in the visual domain. Examples include AdvPT [65] and AdvLM [66].

Optimization-based jailbreak attacks These attacks employ gradient-based optimization to
generate minimal image perturbations that, when applied to benign inputs, create adversarial
examples. The perturbations are typically imperceptible but effective at eliciting harmful or policy-
violating responses [67, 68, 69].

In this release, we test Visual Question Answering. Consequently, the attacked input prompts
contain both text and image, but only the image is targeted in this category of jailbreak attacks.

3.2.3 Image+Text Jailbreak Attacks

By jointly optimizing perturbations across modalities (image and text), these attacks exploit cross-
modal dependencies in VLMs. Examples of compositional VLM jailbreaks include SEA [70], C-
PGC [71], HADES [72], and IDEATOR [73].
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4 Overview of the Jailbreak Benchmark

The MLCommons v0.5 Jailbreak Benchmark is being bootstrapped by MLCommons’ previous
safety work. In order to determine if a jailbreak is successful, a tester must have a standardized set
of prompts to which models refuse a response. The safety prompts provide this set.

4.1 Establishing the Safety Baseline

As such, we begin by characterizing a SUT’s behavior under standard conditions — those in use by
a näıve, non-adversarial user — to establish a reference point for vulnerability assessment. For text-
to-text (T2T) SUTs, this baseline evaluation employs 1,200 prompts from the publicly available
AILuminate Demo dataset [7], which spans twelve distinct risk categories that collectively represent
potential safety concerns in AI systems. For text-plus-image-to-text (T+I2T) SUTs, we utilize the
English set of text+image prompts from the publicly available MSTS prompt dataset [8], which
contains 400 text prompts combined with 200 unique images. MSTS prompts cover two distinct
use cases: intention (“I am going to {action}”) and assistance (“Should I {action}”). MSTS covers
five hazard categories: non-violent crimes, violent crimes, sex-related crimes, suicide & self harm,
and an “other” category. This set of hazards was adapted from the AILuminate v0.5 safety harm
taxonomy to fit a VLM setting, prioritizing the hazards most applicable to a multimodal use case.

To generate the baseline scores (safety), we follow an intentionally simple protocol. Each unmodified
prompt is submitted to the SUT, and the resulting response is evaluated by a calibrated large
language model, following established rubrics. Each response receives a binary classification: ‘NON-
VIOLATING’ or ‘VIOLATING.’ Non-violating classifications indicate that the SUT produced a
response that was non-hazardous; violating classifications indicate the opposite: that the evaluator
identified the response as hazardous.

We then calculate a baseline score:

Safety Score = 1− V RR

where Violating Response Rate (VRR) represents the proportion of responses classified as unsafe,
this metric establishes the foundational reference point for subsequent adversarial evaluations.

4.2 Adversarial Testing: The Attack Phase

The adversarial evaluation phase systematically probes model reliability under hostile conditions
while maintaining methodological consistency with the baseline assessment.

To achieve this, we utilize an Attack Generator that transforms the original prompt set using
established adversarial techniques, including role-playing scenarios, misdirection strategies, and
cross-language attacks (see Section 3 for full details). Each transformed prompt is submitted to the
SUT.

The evaluation protocol remains unchanged: responses receive binary ‘NON-VIOLATING’ or ‘VI-
OLATING’ classifications. However, the adversarial phase generates multiple responses per original
prompt through attack transformations. This allows for granular analysis across risk categories and
attack methodologies. The result is a matrix of prompts (AILuminate or MSTS hazard categories)
against jailbreak attack types.
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Jailbreak Attack Type
Prompt
Hazard
Category A1 . . . An

H1

NON-VIOLATING/
VIOLATING

NON-VIOLATING/
VIOLATING

NON-VIOLATING/
VIOLATING

· · ·
NON-VIOLATING/

VIOLATING
NON-VIOLATING/

VIOLATING
NON-VIOLATING/

VIOLATING

Hn

NON-VIOLATING/
VIOLATING

NON-VIOLATING/
VIOLATING

NON-VIOLATING/
VIOLATING

Table 1: Illustrative matrix of prompts (hazard categories) against jailbreak attack types, classified
as ‘NON-VIOLATING’ or ‘VIOLATING.’

To maintain evaluation integrity, we implement strict data governance protocols. Results from
adversarial tests are isolated from both the original model and the prompt repository, preventing
contamination of future evaluations and preserving the benchmark’s validity over time.

4.3 Evaluations

Evaluating a SUT can be understood as a stepwise process, where we begin by generating a “näıve
safety” score, and then proceed to apply jailbreaks to generate a “jailbroken” score. We then
examine and report the delta between the two.

4.3.1 Text to Text

To generate a “näıve safety” score for text-to-text models, we use the following procedure:

1. A subset of 1,200 seed prompts are selected from the AILuminate prompt dataset and sent
to the SUT.

2. The SUT’s response to the seed prompt is stored and labeled as such.

3. The original seed prompt and SUT response are sent to the Evaluator to generate a NON-
VIOLATING or VIOLATING label. The original seed provides context to the Evaluator to
improve the label accuracy.

4. Scoring then aggregates labels and generates a final “näıve safety” baseline score.

5. SUTs are then graded, which converts their scores to grades, relative to the reference SUTs.
(For more, see Section 6.)

To generate the “jailbroken scores” we begin by creating new, adversarial seed prompts, as described
in Table 1:

1. The unmodified seed prompt is sent to the MLCommons Text-to-Text attack generator. The
attack generator turns a given seed prompt into multiple attack prompts (via role-play, indi-
rection, translation, multi-turn setups, and so on).

2. Each generated attack prompt is submitted to the SUT.
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3. The SUT produces an attack prompt response, which is stored and labeled as such.

4. Both the attack prompt response and the original seed prompt are sent to an evaluator model.

5. The evaluator assigns a label: NON-VIOLATING or VIOLATING.

6. The scorer aggregates labels and generates a final “jailbroken” score.

We then compare the “näıve safety” and “jailbroken” scores, and generate the delta between them.
This is the ultimate score of the benchmark, though we report all three values.

4.3.2 Text Plus Image to Text

For multimodal text plus image-to-text (T+I2T) safety baselines, we follow a similar process to
that described above with text. The prompts, however, are based on a public dataset—MSTS [8],
which was created with funding from MLCommons.

MSTS prompts contain text and images designed to be combined into single prompts. Their
full, unsafe, meaning is only apparent when combined. For example, combining a picture of a
bleach container with a text “Should I drink this?”. Individually, the image and text are harmless.
Together, they represent a hazard.

For each seed image, MSTS generates two text prompts:

The two variants reflect two types of user interactions with VLMs, which match the
chat assistant use case that is the focus of MSTS: 1) Seeking advice, using the template
“Should I ?”. For instance, “Should I do this?”. 2) Stating intent, using the
template “I am going to ”. For instance, “I am going to do this”. [8]

Using the 400 MSTS prompts, we compute a Safety score for T+I2T, analogous to the Safety score
for T2T:

1. From our MSTS seed set, there are two text prompts associated with each seed image: User
Request for Assistance and User Intention.

2. First, the User Request plus Image pair is sent to the VLM for evaluation. The rest of the
process proceeds, and then loops back to this point for the second prompt pair, the User
Intention plus Image pairing.

3. The VLM SUT produces a text-only prompt response.

4. The prompt response for each pair is sent to the evaluator model.

5. Evaluator assigns a label: ‘NON-VIOLATING’ or ‘VIOLATING’.

6. The grading and reporting functions aggregate labels and generates a final safety baseline
score.

To generate the “jailbroken scores”, we follow the same methodology as in T2T and create new,
adversarial seed prompts:

1. From our MSTS seed set, there are two text prompts associated with each seed image: User
Request for Assistance and User Intention.
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2. Each seed Text+Image prompt, for both Assistance and User Intention requests, is mutated
to provide an Adversarial Prompt+Image pair

3. The Adversarial Prompt+Image pair is sent to the VLM SUT for a response

4. The VLM SUT produces a Text-only Attack Prompt Response.

5. The Attack Prompt Response for each pair is sent to the evaluator model.

6. The evaluator assigns a label: ‘NON-VIOLATING’ or ‘VIOLATING’.

7. The grading and reporting functions aggregate labels and generates a final “jailbroken score”.

While we provide evaluations of several models against different attacks, our key goal is to prove the
pipeline generalizes across modalities: seed-set → adversarial transforms → evaluator → grading
→ auditable artifacts. We therefore scope the VLM track narrowly in v0.5 (limited SUTs/attacks,
English) to validate instrumentation and judge behavior before scaling coverage in v1.0.

5 Response Evaluator

5.1 Text To Text Evaluator

Our benchmarks require a violation/safety standard, a set of prompts, and an evaluator to estimate
how likely a given SUT is to violate the corresponding AILuminate standard/taxonomy when
presented with unsafe prompts. The v0.5 (text-to-text) Security Benchmark uses the existing v1.0
safety benchmark standard but with attack prompts derived from v1.0 safety prompts, as described
above in Section 4.2 and a different evaluator. Motivations for using a different evaluator are two-
fold: (1) The v1.0 safety evaluator was designed to maximize accuracy in an environment where
most SUT responses are non-violating, which may not be true in a security context, and (2) the
v1.0 evaluator ensemble uses component models that have context window size limitations that
cause it to be inoperable with some security prompts.

The approach adopted in v1.0 safety benchmark of using LLM models (“LLM-as-a-judge”) to eval-
uate another model output is now common practice for benchmark-scale assessments, primarily
because human-only judging does not scale to tens or hundreds of thousands of responses. Recent
surveys and benchmarks document widespread adoption across tasks such as general dialogue scor-
ing (e.g., MT-Bench / Chatbot Arena), judge benchmarking (e.g., JudgeBench, Justrank), and risk
detection (e.g., hallucination judges) [74, 75, 76]. These works also surface known issues—e.g., po-
sition bias and style-over-substance failure modes—that motivate careful calibration and reporting
of evaluator error, which we acknowledge here.

We have developed a new jailbreak evaluator, which we are versioning 0.5. This evaluator is a
single, prompt-engineered model that has been tested to provide a sufficient signal across different
SUTs, distinguishing a range of performance levels, and is stable across multiple invocations. For
the performance tests of candidate evaluators, we generated a small (921-item) ground truth set
across all 12 AILuminate safety hazards. We mutated that set against all attack prompt techniques
to generate “false non-violating” and “false violating” scores. The evaluator model (Evaluator 1 in
Table 2) has a 17.1% false non-violating rate and 29.7% false violating rate, which represents the
best balance of false non-violating and violating among the candidates tested. We prioritized low
false non-voilating rates, as we consider them more important than low false violating rates because
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we prefer a safety default. While the accuracy of the best candidate is lower than what we would
consider acceptable for a v1.0 security benchmark, the fact that it provides stable signal allows the
noise-compensating structure of our grading function to use that signal to estimate performance
grades of individual SUTs meaningfully. Table 2 presents the candidate performance scores. See
Section 6 for more details on our grading function.

Candidate Evaluator False Non-Violating Rate False Violating Rate
Evaluator 1 0.171 0.297
Evaluator 2 0.848 0.013
Evaluator 3 0.114 0.759
Evaluator 4 0.386 0.129
Evaluator 5 0.373 0.182

Table 2: Performance Results for Candidate Evaluators

5.2 Text+Image To Text Evaluator

To align with the response evaluator used for T2T evaluation, we select the same candidate evaluator
model and craft a custom prompt for the T+I2T use case. In evaluating model response safety,
we craft a custom system prompt and use as input to the evaluator the following three pieces of
information: (i) the text prompt, (ii) a human-written description of the prompt image, and (iii) the
model response to be evaluated. This information is presented along with detailed instructions about
what responses count as Safe and Unsafe, and a set of few-shot examples. We benchmark evaluator
accuracy against human ground-truth safety judgments sampled from the publicly available MSTS
dataset, and we observe a false non-violating rate of 5.5% and a false violating rate of 9.0% using
the base seed prompts.

We do not evaluate response safety using the prompt image because, in MSTS, researchers observed
that many models provided responses indicating they did not understand the image. Therefore, we
cannot currently rely on a VLM to sufficiently understand the unsafe nature of an image to assess
the safety of responses based on image understanding. Additionally, the design of MSTS allows
for a simplified evaluation protocol, as all prompts are formulated according to a template that is
phrased either as “Should I {action} this” or “I am going to {action} this.” This simplification
means that any model response that provides encouragement is considered Unsafe, allowing us to
create a custom evaluator prompt to match this narrow prompt specification.

6 Grading and Reporting

6.1 Overview and Objectives

Grading is the process of translating safety and jailbreak scores into a readable assessment of the
overall system. This assessment includes:

• Overall safety and jailbreak grades for the SUTs

• Indicators of the impact of transforming the seed prompts into attack prompts

• Information about how the different tactics affected the different SUTs
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As this is a v0.5 release of a new benchmark in the AILuminate suite, our objective is to provide
an indicator of the impact of commonly available attacks on the resilience of AI systems. Safety
and security, in general, and jailbreaking, in particular, are treated as separate benchmarks because
we have observed that for many AI systems, resistance to adversarial methods is often considered
separately from core alignment. Furthermore, systems can demonstrate either strong safety or
security characteristics without necessarily being strong in both. With that understanding, the
approach we’ve taken to grading in our v0.5 AI Jailbreak Benchmark:

• Builds on, rather than replaces, the approach to safety scoring and grading used for the v1.0
AILuminate release [7]

• Treats safety and jailbreak resistance as independent characteristics of an AI system

• Provides an equivalent comparison between safety and jailbreak resistance

• Emphasizes the delta between safety and jailbreak scores

For the v0.5 release, the grading approach is not intended to provide:

• An assessment of risk. Security is an asymmetrical contest in that the attacker only needs to
succeed once to be successful. In that sense, it could be asserted that any number greater than
zero of VIOLATING responses to an attack-variant of a prompt represents a near-equivalent
level of risk. The objective of the v0.5 benchmark is to highlight the gap between safety
and jailbreak resistance alignment and to drive overall risk reduction through improvement
against known classes of jailbreaks. Including a risk assessment as a separate component of
grading may be revisited for the v1.0 benchmark.

• An assessment of the relative effectiveness of attack tactics. AILuminate is not a threat
benchmark. While information on the efficacy of attacks can be inferred from the testing,
graded attack tactics are not being shared at this time. For the forthcoming v1.0 version
of this jailbreak benchmark, we anticipate providing general guidance on the effectiveness of
broad families of jailbreak attacks, both on specific SUTs and SUTs as a whole.

Note that the text-to-text and text+image-to-text benchmarks are independent and are graded
separately. As we advance, each supported locale (language and dialect) will also be treated as an
independent benchmark.

6.2 Inputs and Reference Selection

As inputs to the grading and reporting process, we have available:

• A safety score [0, 1] for each SUT, in total, and for each hazard derived from evaluated
responses on the 1,200 AILuminate demo prompts (T2T) and MSTS prompts (T+I2T)

• A jailbreak resistance score [0, 1] for each SUT, in total, for each hazard, and for each combi-
nation of hazard and tactic derived from evaluated responses on the attack prompts produced
by the Attack Generator for each tactic

• For each SUT and seed prompt, a safety result (NON-VIOLATING or VIOLATING) and a
security result vector that indicates the result (NON-VIOLATING or VIOLATING) over the
attack prompts (one per tactic) generated from that seed prompt
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The grading system for the v1.0 AILuminate benchmark is predicated on the selection of one or
more reference SUTs whose scores are used to calibrate the grading. For each of the T2T and
T+I2T modality classes in the v0.5 Jailbreak Benchmark, the reference system was a SUT chosen
from the class of open weight SUTs that have good functional performance and are small enough
to be readily implemented.

6.3 Benchmark Grading

6.3.1 Safety Benchmark

Safety grades for each SUT are then determined by evaluating the safety score of the SUT (SSUT )
(percentage of unsafe responses) and the safety score of the SUT normalized as a multiple of the
reference safety score (S∗ = SSUT /Sref ) according to the following bands.

• Excellent: SSUT ≤ 0.1%

• Very Good: S∗ ≤ 0.5

• Good: 0.5 < S∗ < 1.5

• Fair: 1.5 ≤ S∗ < 3

• Poor: S∗ ≥ 3

That is, low S is better; band thresholds are expressed as percentages of unsafe responses. Grades of
Good or better are reflective of systems that correspond to a competitive level of safety for a general-
purpose chatbot AI system, given the present state of the art. Lower and higher grades indicate
significantly lower and higher levels of safety. This is the same process used in the v1.0 Safety
Benchmark, but with testing restricted to the seed prompts selected as described in Section 6.2.
All evaluation is undertaken using the updated evaluator described in Section 5 and based on the
updated selection of reference SUTs described in Section 6.2. This refresh of the safety scoring
enables the most direct comparison possible between the safety and jailbreak results.

6.3.2 Jailbreak Resistance Score

The Jailbreak Benchmark is graded in the same manner as the Safety Benchmark, using the same
evaluator and S-values derived from the reference SUT. The only difference is that the grading
is derived from the larger pool of attack prompts generated by the Attack Generator from the
available seed prompts, as illustrated in Table 1. Each tactic is applied to each seed prompt. This
ensures that the set of attack prompts is not biased toward any choice of tactic, seed prompt,
or combination of tactic and seed prompt. From these prompts, Jailbreak resistance scores are
translated to total grades using the same process described above for the Safety Benchmark. By
using the same evaluator, reference SUTs, seed prompts and process to grade both benchmarks,
the results can be directly compared.

6.4 Other Reported Outcomes

For each SUT, the grading process generates a Safety and Jailbreak Resistance grade for the system
and for each hazard category. The grades can be directly compared to assess the relative safety
and security performance of the SUT. In cases where the Jailbreak Benchmark grade is lower,
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the adversarial methods were effective in subverting the safety alignment of the system. In cases
where the Jailbreak Benchmark grade is higher, the SUT was either more effective at detecting
adversarial methods or the nature of the adversarial prompts may have sufficiently confused the
SUT into producing a greater number of non-violating responses.

Beyond the Safety and Jailbreak Benchmark grades and the immediately observable delta between
them, there are several second-order properties we can observe.

• The aggregate delta between the safety and jailbreak scores over all tactics. These
measures reflect the overall impact of adversarial methods on safety alignment.

• The aggregate delta between the safety and jailbreak scores over each tactic. These
measures reflect the impact of an individual adversarial method on safety alignment.

• The aggregate transformation of NON-VIOLATING to VIOLATING and VIOLAT-
ING to NON-VIOLATING responses resulting from the application of each tactic and
over all tactics. These measures indicate the extent of bidirectional movement in responses.
Higher bidirectional movement suggests a greater degree of independence between the safety
alignment of the SUT and the level of resistance to adversarial methods.

• The aggregate ability of each SUT to resist each tactic. This is derived by examining
the security score calculated from the attack prompts generated from each tactic.

7 Initial Results

7.1 Observations

For the v0.5 Jailbreak Benchmark, all SUTs tested and tactics used are deidentified. Since the
results are deidentified, we focus on three key areas of observation:

1. What is the relative overall grading impact of the adversarial prompts?

2. How is that impact distributed across the hazard categories?

3. How do the different adversarial tactics explain that impact?

7.1.1 Overall Grading Impact: T2T

Figure 1 shows the movement of safety to jailbreak grades, with the deidentified SUT numbered in
order of increasing difference for the 39 T2T SUTs tested. Figure 2 shows the aggregate movement of
safety to jailbreak grades for the 39 SUTs tested. From these results, we can make a few immediate
observations.

• As with the AILuminate v1.0 benchmark, no SUT received a safety grade of Excellent. Three
SUTs were graded Very Good, which means that they performed somewhat better than the
reference SUT.

• No SUT received a jailbreak grade better than Good.

• Of the 39 SUTs tested, no SUTs scored better for jailbreak resistance than for safety.
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Figure 1: Movement of Safety to Jailbreak Grades for the 39 Text-to-Text SUTs Tested

• Of the 39 SUTs tested, only four SUTs did not receive a lower grade for jailbreak resistance
than for safety.

• Of the 35 SUTs that were graded lower for jailbreak resistance than for safety, 29 were reduced
by one grade level and six were reduced by two grade levels (five from Good to Poor and one
from Very Good to Fair).

These initial results clearly illustrate the impact of jailbreak techniques on safety. The jailbreak
techniques used negatively affected the score of every SUT tested and reduced the grade of all but
four of the SUTs.

7.1.2 Overall Grading Impact: T+I2T

Figure 3 shows the movement of safety to jailbreak grades, with the deidentified SUT numbered in
order of increasing difference for the five SUTs tested. Figure 4 shows the aggregate movement of
safety to jailbreak grades for the five SUTs tested. From these results, we can make a few immediate
observations.

• As with the AILuminate v1.0 benchmark, no SUT received a safety grade of Excellent. For
the T+I2T evaluation, no SUT received a grade of Very Good, which means that no SUT
performed somewhat better than the reference SUT.

• No SUT received a jailbreak grade better than Good.

• Of the five SUTs tested, only one SUT scored better for jailbreak resistance than for safety.

• Of the five SUTs tested, only two SUTs did not receive a lower grade for jailbreak resistance
than for safety.

• Of the three SUTs that were graded lower for jailbreak resistance than for safety, all three
were reduced by one grade level. No SUT was reduced by more than one grade level.
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Figure 2: Movement of Safety to Jailbreak Grades for the 39 Text-to-Text SUTs Tested

While only two tactics were tested in these initial runs, the results reinforce the conclusion that
jailbreaks are effective in reducing safety. The jailbreak techniques used negatively affected the
score of all but one SUT tested and reduced the grade of all but two of the SUTs.
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Figure 3: Movement of Safety to Jailbreak Grades for the Five Text+Image-to-Text SUTs Tested.

7.1.3 Distribution over Hazards: T2T

Hazard Safety (%) Jailbreak (%) Change (%)
Child Sexual Exploitation 77.33 59.15 -18.18
Defamation 81.77 58.50 -23.27
Hate 88.90 63.19 -25.71
Intellectual Property 88.13 65.87 -22.26
Indiscriminate Weapons (CBRNE) 79.90 56.38 -23.51
Non-violent Crimes 82.26 59.99 -22.27
Privacy 85.15 63.81 -21.34
Sex-Related Crimes 81.92 61.93 -19.99
Suicide & Self-Harm 73.92 58.67 -15.25
Sexual Content 59.28 52.87 -6.41
Violent Crimes 75.18 55.85 -19.33
Specialized Advice 84.90 64.58 -20.32
Overall 79.89 60.07 -19.81

Table 3: Impact of Jailbreaks on T2T Safety Scores by Hazard

Table 3 shows the impact of the jailbreak tactics on the scoring, broken down by hazard category.
From these results, we can make a few immediate observations.

• Across the 12 T2T hazard categories, the total reduction in safety score (percent non-violating
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Figure 4: Movement of Safety to Jailbreak Grades for the Five Text+Image-to-Text SUTs Tested.

responses) across all SUTs was 19.81%.

• Of the 12 hazard categories, 11 were within 6% of the overall reduction rate. Only the Sexual
Content hazard was an outlier, with the prompts in that hazard contributing less to the overall
reduction in safety scores.

From these initial results, we see that no one hazard category or small group of hazard categories
is disproportionately responsible for the overall reduction in safety grades.
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7.1.4 Distribution over Hazards: T+I2T

Hazard Safety (%) Jailbreak (%) Change (%)
Non-Violent Crimes 79.71 51.43 -28.29
Other 87.60 58.80 -28.80
Sex-Related Crimes 85.33 62.50 -22.83
Suicide & Self-Harm 93.25 63.38 -29.88
Violent Crimes 74.00 60.43 -13.57
Overall 83.25 57.98 -25.27

Table 4: Impact of Jailbreaks on T+12T Safety Scores by Hazard

Table 4 shows the impact of the jailbreak tactics on the scoring, broken down by hazard category.
From these results, we can make a few immediate observations.

• Across the five T+I2T hazard categories, the total reduction in safety score (percent non-
violating responses) across all SUTs was 25.27%.

• Of the five hazard categories, four were within 5% of the overall reduction rate. Only the
Violent Crimes hazard was an outlier, with the prompts in that hazard contributing less to
the overall reduction in safety scores.

As with the T2T results, we see that no one hazard category or small group of hazard categories is
disproportionately responsible for the overall reduction in safety grades.

7.1.5 Adversarial Tactic Effectiveness: T2T

Figure 5 breaks down the impact on the safety score (percentage of non-violating responses) by
tactic. Each point on the chart is the impact of the tactic on a single SUT. For each tactic, the
chart shows the range of impact that the tactic had on SUT scores. These results lead to a few
critical observations about the character of the jailbreak benchmark.

• In the case of all but one tactic (Tactic 1), there was at least one SUT where the tactic had
the overall impact of causing the SUT to generate fewer non-violating responses to prompts
generated using that tactic. This is evidenced by the existence of one or more positive values
in the column for all but one of the tactics.

• For all but one tactic (Tactic 19), each tactic was able to impact at least one SUT by more than
a 30-percentage-point reduction in safety score. This would be equivalent to a two-or-more
grade reduction in the benchmark.

• The two most effective tactics (Tactic 1 and Tactic 2) had a large impact on the overall
safety score, while the least effective tactic (Tactic 19) had only a negligible impact. Since
the benchmark score treats each tactic equally, it illustrates that a few tactics have a major
impact on scoring, and that the inclusion of less effective tactics dampens this impact.

Even from this deidentified breakdown, it is clear that the results from the benchmark will depend
critically on the choice of tactics, as SUTs vary widely in their response to individual tactics and the
tactics themselves differ widely in their aggregate impact. It is crucial to select and organize tactics

26



Figure 5: Impact of Tactics on T2T Safety Scores across SUTs. Change Score is calculated as
Security Score − Safety Score

in a way that is representative of how SUTs may be attacked in actual use. It is also evidence for
the need to test a broad spectrum of tactics. This reinforces the need for a community benchmark
representing awareness of tactics that are being used in practice.

7.1.6 Adversarial Tactic Effectiveness: T+I2T

Figure 6 breaks down the impact on the safety score (percentage of non-violating responses) by
tactic. Each point on the chart is the impact of the tactic on a single SUT. For each tactic, the
chart shows the range of impact that the tactic had on SUT scores. These results lead to a few
critical observations about the character of the jailbreak benchmark.

• The two tactics varied considerably in their impact on the generation of violating responses.

• Tactic 1 was universally effective at producing violating responses when applied to one SUT
and universally ineffective when applied to another. For the other three SUTs, the tactic
showed widely spaced degrees of impact.

• Tactic 2 had a more consistent impact, reducing the baseline safety score by between 3% and
20% for each of the five SUTs tested.

This breakdown reinforces that, like was the case with T2T results, the benchmark will depend on
the choice of tactics, as SUTs vary widely in their response to individual tactics and the tactics

27



Figure 6: Impact of Tactics on T+I2T Safety Scores across SUTs. Change Score is calculated as
Security Score − Safety Score

themselves differ widely in their aggregate impact. As such, again like with T2T, as the set of
multimodal tactics is expanded, it will be crucial to select and organize tactics in a way that is
representative of how SUTs may be attacked in actual use. This continues to reinforce the need for
a community-driven approach.

7.2 Evaluator Limitations & Mitigations

Our v0.5 results rely on an LLM-as-a-judge with observed error (false safe / false unsafe) measured
on a small ground-truth sample; this provides a stable signal for grading but is not yet the level of
assurance we target long-term. We therefore note practical options the community could consider
to increase confidence in LLM-as-judge without altering the core benchmark design:

• Policy-set assurance parameters. It is possible to accompany evaluator error with policy-set
parameters (ϵ, δ, γ) that quantify judge accuracy relative to human labels: ϵ (tolerated relative
error in the evaluator’s misclassification rate), δ (allowed failure probability; confidence is 1-
δ), and γ (minimum event rate for which a relative-error guarantee is required; below γ
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an absolute bound applies). These parameters are chosen up front (assurance policy), not
estimated. Prior work shows how to compute guarantees for a chosen (ϵ, δ, γ) either with
a sequential Massart procedure that stops once the target is met (often ∼8× fewer human
labels), or with a fixed-sample inversion when budgets are capped. Parameters (ϵ, δ, γ), sample
sizes, and which procedure was used would be reported alongside evaluator error.

• Bias & invariance controls. It is possible to randomize answer order, paraphrase prompts, or
restyle outputs to probe for known LLM-as-a-judge issues (e.g., position or style bias) and
to audit per-hazard error for uneven performance; flagged items can be queued for human
adjudication

• Challenge sets for judge failure modes. It is possible to maintain a small rotating “judge
audit” set (negation, subtle policy boundaries, paraphrase traps) and require stable evaluator
behavior on this set before each release. This aligns with our existing emphasis on calibration
and artifact control.

• Separation of concerns. To reduce correlated blind spots, evaluators can be chosen that are
architecturally / provider-diverse relative to the SUTs.

8 Testing Integrity

8.1 SUT Selection for This Release

For this initial release, we optimized our SUT selection criteria to maximize our engineering team’s
throughput: how could we test as many SUTs as possible given our time, budgetary, and operational
constraints? To that end, and in accordance with MLCommons policy, we limited our testing to
open-weight models. From there, we created four inclusion tiers and populated them with the top
100 such models listed at the LMSys Arena as of 28 August 2025. Because our goal was throughput,
we did not expend engineering resources to ensure that any given SUT operated correctly in our
benchmark; if it failed, we skipped it and moved on. We did not view this as an issue, as our
result reporting in this release deidentified the SUTs. For our T+I2T results, we followed the same
throughput principle, and selected models from Tier 1 and Tier 2 that accepted image input. In
order to reach a minimum number of models for our initial T+I2T results, at times we substituted
models that accepted text and images from a the same vendors in the top 100 list. Similar to our
model skipping for T2T, we do not view this as an issue: our goal in this release was simply to
maximize throughput. Later releases will be more representative.

Our tiers are listed in Table 5.

Tier 0 Previously run/already configured SUTs
Tier 1 Available to run at a previously-configured “serverless” model

hosting vendor
Tier 2 Available to run at a yet-to-be-configured “serverless” model hosting

vendor
Tier 3 Not available to run at a “serverless” model hosting vendor

Table 5: To maximize model testing throughput, we organized a list of the top 100 open models
against four tiers.
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8.2 Responsible Security Reporting in a Jailbreak Benchmark Context

Material describing new ways of making models or systems behave in unintended and potentially
harmful ways, such as documentation on security vulnerabilities or weaknesses, should only be
shared as part of a coordinated disclosure. Releasing information about security weaknesses without
forewarning the owners of the technology presents several downsides. It advantages malicious actors,
who can immediately use those weaknesses to launch attacks before mitigations can be put in place.
This dynamic persists because it takes time to develop defenses. The result is that users are put
at risk, and the relationship between the security researcher and the system or model provider is
damaged.

The traditional cybersecurity community has adapted norms to handle this risk, such as the CVE
process [77]. Technology providers are notified of vulnerabilities first and privately. A fixed window
of time is given for them to react, typically 30, 60 or 90 days. At the end of this period, or earlier
if all agree, the weakness or vulnerability can be publicly discussed. This affords time to develop
and distribute fixes and mitigations, keeping users safe. On the other hand, the time limit also
pushes technology providers to react sooner rather than later. The limit also means that security
researchers can still gain credit for their discovery even if the technology provider is unresponsive
or slow. This balanced system is known as coordinated disclosure.

We recommend that security reporting in the context of AI systems also follow a coordinated dis-
closure approach. Professional organizations in AI research already have adopted such restrictions,
with non-compliant papers risking rejection or retraction [78]. The balance protects the interests
of both users and researchers.

We follow Coordinated Vulnerability Disclosure norms by aligning disclosures and mitigations with
established standards for vulnerability handling (e.g., ISO/IEC 29147 and ISO/IEC 30111), bal-
ancing transparency with the need to avoid operationalizing attack strings. As such, we will not
publicly disclose the attacks we employed. We are privately describing these attacks to the owners
of systems we tested. We will not disclose the papers from which we sourced the attacks, as doing so
risks compromising the integrity of the benchmark. As part of preparing to publicly disclose scores
for this benchmark during the forthcoming v1.0 release, we will work with our members and other
benchmarking organizations to align our disclosures with the proper balance between transparency
and the integrity of the benchmark.

In addition, we acknowledge the work of the Frontier Model Forum [79] on developing tiered re-
porting frameworks for AI biosafety evaluations, which faces similar information hazard tradeoffs
to jailbreak benchmarks where public disclosure of successful attacks must be balanced against
enabling malicious use. As we approach v1.0 of this benchmark, we seek to develop (or adapt) such
a framework to this context.

9 Conclusion

This paper introduces the MLCommons v0.5 Jailbreak Benchmark, a standardized framework for
measuring AI system resilience against adversarial attacks across text-to-text and text+image-to-
text modalities. By building upon the proven AILuminate v1.0 safety benchmark and the founda-
tions of the MSTS benchmark, we provide a quantifiable metric—the Resilience Gap—that captures
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the degradation from the baseline safety measurement to adversarial jailbreak performance in LLMs
and VLMs.

Our initial results across 39 T2T and 5 T+I2T systems under test reveal a consistent pattern:
jailbreak techniques systematically degrade safety performance, with most systems experiencing at
least a one-grade reduction when subjected to adversarial attacks. The average 19.81% reduction
in T2T safety scores and 25.27% reduction in T+I2T scores demonstrate that current AI systems
remain vulnerable to relatively straightforward jailbreaking attempts, highlighting the urgent need
for improved defensive mechanisms.

While our results are limited to open source models and one might presuppose that the most modern
hosted frontier models would not fall so easily, this observation emphasizes the value of security
benchmarking rather than a flaw. Jailbreaks are still being discovered at an alarming rate even for
frontier models. Although frontier model companies may quickly mitigate jailbreaks, they also lack
a means of differentiating their fast-to-mitigate capacity in the competitive marketplace. Without
good independent and adaptive security measurement, the most secure systems have little incentive
to continue advancing the state of the art in defenses. Continuously advancing the field of security
measurement is the means by which LLMs become more secure by ensuring companies can highlight
their own progress towards market advantage.

Critically, this benchmark serves not merely as a measurement tool but as an operational in-
strument within ISO/IEC 42001-aligned AI Management Systems. By producing auditable arti-
facts—including versioned datasets, evaluator configurations, run logs, and per-hazard delta re-
ports—organizations can integrate resilience testing into their risk assessment, treatment selection,
and continuous improvement cycles. The Resilience Gap metric provides a clear signal for triggering
risk reassessments, updating Statements of Applicability, and informing release gating decisions.

We acknowledge several limitations in this v0.5 release. The evaluator accuracy, while sufficient for
stable signal generation, requires improvement to meet AILuminate v1.0 standards. Additionally,
the T+I2T track is less mature than its T2T counterpart, with significantly fewer hazard categories,
jailbreak attacks, and SUTs evaluated for this release. Finally, our current focus on English-
language, single-turn interactions do not capture the full spectrum of real-world attack scenarios,
including multilingual contexts.

Looking forward, our roadmap prioritizes five key advances: improving evaluator fidelity to re-
duce false-safe and false-unsafe rates; bringing the T+I2T results up to the same level as the T2T
results (including hazard categories, prompts, jailbreak attacks, SUTs evaluated, and evaluator
accuracy), expanding jailbreak taxonomic coverage to include emerging attack families across ad-
ditional modalities; establishing a continuous submission pipeline for diverse SUTs; and developing
internationalized coverage through partnerships like the AI Verify Foundation collaboration. These
improvements will strengthen the benchmark’s role as a trusted instrument for AI governance.

The convergence of increasingly capable AI systems with sophisticated adversarial techniques neces-
sitates robust, standardized evaluation frameworks. By establishing common metrics, reproducible
methodologies, and clear governance integration pathways, the MLCommons Jailbreak Benchmark
contributes to a shared foundation for AI safety and security assessment. As AI systems become
more deeply integrated into critical infrastructure and daily life, the ability to quantify, track, and
improve their resilience against adversarial manipulation becomes not just a technical necessity but
a societal imperative.
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We invite the community to engage with this framework—whether as contributors refining attack
taxonomies, organizations implementing AIMS-aligned testing, or researchers advancing defensive
techniques. Through collective effort and transparent measurement, we can work toward AI systems
that maintain their safety guarantees even under adversarial pressure, earning and maintaining the
trust essential for beneficial AI deployment at scale.

Ultimately, this benchmark should be viewed as an instrument. It is a repeatable, extensible mea-
surement system that organizations can embed into operational risk management. By making
resilience visible, comparable, and tied to concrete governance actions, we aim to shift the conver-
sation from aspirational statements about AI resilience to evidence-based decision-making backed
by standardized metrics.

32



Appendix A ISO/IEC 42001 Alignment

A.1 Purpose and Scope

This appendix aligns the jailbreak-resilience benchmark with ISO/IEC 42001, enabling organiza-
tions to incorporate it into an AI Management System (AIMS). The alignment covers benchmark
specifications, datasets, and prompts (both baseline and adversarial), evaluator and scoring, or-
chestration, reporting, and release governance.

Intended users include model providers, integrators, researchers, auditors, and consortium par-
ticipants who require evidence of AI risk, impact, verification/validation, documentation, and
continual-improvement controls.

A.2 Policy and Governance

AI Security Benchmark Policy. A written policy commits to applicable obligations, accurate and
reproducible evaluation, and continual improvement of datasets, methods, and scoring.

Release Governance. Each release is versioned, reviewed, approved, and accompanied by a changelog
and verification checklist. Emergency updates follow controlled change with rollback criteria.

A.3 Roles and Responsibilities

Benchmark Owner — scope, policy, approvals, release readiness.

Security Lead — attack taxonomy, red-team hygiene, risk/impact assessments.

Evaluator Lead — evaluator prompts, grading logic, calibration, known-error tracking.

Data Steward — provenance, licensing, safety screening, retention/disposal.

Run Operations Lead — infrastructure controls, run logs, reproducibility, incident intake.

Audit Lead — internal audits, evidence gathering, corrective actions to closure.

Confidential Reporting Channel — intake for concerns and suspected nonconformities.

A.4 Risk Management (Assessment and Treatment)

Risk Criteria. Defined criteria for risks to benchmark integrity (contamination, evaluator bias,
scoring instability), participant safety, IP/licensing, and dual-use. Assessment Process. Identify
risks, analyze likelihood/consequence, prioritize. Treatment Plan. Select controls (mapped in the
SoA), accept residual risks, and track actions. Triggers. Re-assess at each major release or upon
significant changes/incidents.

A.5 Impact Assessment

The program conducts an AI System Impact Assessment (AISA) for benchmark operations. It
documents potential impacts on individuals, organizations, and society; records mitigations and
residual risks; and links them to controls and run rules. (If adopted organizationally, reference this
AISA or integrate its content into your enterprise assessment.)
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A.6 Documented Information Control

Controlled Items. Policy, SoA, data/prompt manifests and hashes, evaluator/scoring versions,
configurations, run logs, reports, incidents, and corrective-action records.

Control Methods. Versioning, approval prior to use, immutable release artifacts, defined retention,
and handling of third-party materials (licenses/constraints).

A.7 Operational Planning and Control

Release Gates. A release proceeds only after (i) data and evaluator pass verification, (ii) the audit
checklist is completed, (iii) SoA updates, and (iv) the rollback plan is validated.

Change Control. Material changes to datasets, evaluator, or scoring require tickets, impact analysis,
and re-verification.

Externalized Processes. Cloud services, hosted models, and contractors are controlled via run rules
and supplier criteria (see A.10).

A.8 Monitoring, Measurement, and Review

Key Measures. Evaluator calibration (false-safe/false-unsafe), dataset drift indicators, reproducibil-
ity rate, incident counts, and time-to-contain, inter-release stability deltas.

Internal Audits. Per release; scope includes policy conformance, SoA controls, logs, and evidence.

Management Review. Summarizes trends, nonconformities, action effectiveness, stakeholder feed-
back, and needed changes to scope, objectives, or controls.

A.9 Nonconformity, Corrective Action, and Continual Improvement

Nonconformity Handling. Control and correct, analyze root cause, implement actions, verify effec-
tiveness, record outcomes.

Improvement Loop. Release retrospectives convert findings into updated controls and roadmap
items.

A.10 Supplier and Participant (Customer) Relationships

Suppliers. Dataset sources, hosting providers, and contractor labs must meet integrity, privacy, and
safety criteria; obligations are documented (e.g., no unauthorized data reuse, log availability).

Participants. Run rules define expected behavior, disclosures, and post-run reporting, including
incident escalation paths.

A.11 Comparisons to Other Jailbreak Benchmarks

In this section, we provide a non-exhaustive list of existing LLM and VLM jailbreak benchmarks.
MLCommons chose not to reuse existing jailbreak benchmarks or datasets to ensure proper com-
parability to the safety prompt set in AILuminate. In addition, v1.0 will use a hidden set of safety
prompts, as we do for the AILuminate benchmark, making our work incompatible with public
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datasets. We observe that they follow the same proposed taxonomies, and our v1.0 release will
strive for similar (or better) coverage.
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Appendix B Other Related Benchmarks

B.1 AI Safety Benchmarks (No Jailbreaks)

1. HELM/VHELM [80, 81] offers a holistic, multi-metric evaluation framework for LLMs and
VLMs, enabling safety-relevant slices (e.g., accuracy, visual perception, robustness, fairness,
bias, safety, reasoning, etc.) to be contextualized alongside capability and efficiency.

2. RealToxicityPrompts (plus Jigsaw Toxicity / CivilComments) [82, 83] measures toxicity propen-
sity and harmful response generation on open-ended continuations; still the canonical baseline
for text toxicity in safety reporting.

3. XSTest (False-Refusal Suites) [84] evaluates over-refusal (safe prompts incorrectly refused),
ensuring safety mitigations do not collapse model usefulness or violate requirements for min-
imal denial of benign responses.

4. Bias & Fairness Benchmarks (StereoSet, CrowS-Pairs, Bias in Bios, etc.) [85, 86, 87] quantify
stereotyping and demographic disparities; commonly used for safety’s social harm dimension
and for tracking disparate error or refusal rates.

5. Robustness / Distribution-Shift Benchmarks (e.g., RobustBench, ImageNet-C/A) [88, 89, 90]
probe corruption, shift, and noise resilience; relevant to safety where brittle behaviors under
small input changes can yield unsafe outputs.

6. Explainability & Transparency (e.g., Model Cards, ELI5-style tasks) [91, 92] provide struc-
tures and tasks for transparent reporting and interpretable rationales; supports incident anal-
ysis, auditor review, and user-understandable risk disclosures.

7. Safety Generalization / OOD Safety Suites (e.g., SG-Bench) [93] assess whether safety inter-
ventions generalize to novel prompt types, domains, or formats, distinguishing robust mitiga-
tions from brittle heuristics.

8. Reproducibility & Benchmarking Tooling (e.g., MLPerf-style practices; evaluation toolk-
its) [94] enforce seeded runs, artifact hashing, and audit trails; critical for trustworthy safety
claims and independent replication.

9. AI Incident & Case Databases (e.g., AI Incident Database) [95] ground safety priorities in
documented real-world harms and near misses; useful for selecting hazard categories, scenario
design, and qualitative discussion of consequences.

10. Benchmarking Search Algorithms for generating adversarial prompts (eg., TextAttack Search
Benchmark ) [96] evaluates the behavior of several black-box search algorithms used for gen-
erating adversarial prompts; useful for searching for the best attack tactics across a variety
of search spaces and query budgets.

B.2 Text-to-Text Jailbreak Benchmarks

1. JADES [97] proposed 400 jailbreak prompts based on representative attacks from template,
encoding, and optimization-based techniques (e.g., GCG [25], DSN [26], PAIR [18]).
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2. AISafetyLab [98] used 13 attacks from template, encoding and optimization-based techniques
(e.g., GCG [25], AutoDAN [17], GPTFuzzer [37], Cipher [34], DeepInception [15], PAIR [18],
ReNeLLM [16]).

3. PANDAGUARD [99] implemented 19 attacks covering template, encoding, and optimization-
based techniques (e.g., ArtPrompt [29], COLD [53], PAIR [18]).

4. Bag of tricks [100] used token-level attacks (GCG [25], AutoDAN [17], AdvPrompter [58])
and prompt-level attacks (PAIR [18], TAP [38], GPTFuzzer [37]).

5. JailbreakBench [101] contains jailbreak strings for PAIR [18], GCG [25], and LLM-adaptive-
attack [50].

6. EasyJailbreak [102] implements 11 attacks that use template, encoding or optimization-based
techniques (e.g., AutoDAN [17], CodeChameleon [27], GCG [25]).

7. StrongReject [103] uses 17 jailbreak techniques from template (e.g., persuasion), encoding
(e.g., base64, ROT13), and optimization (GCG) types.

8. HarmBench [104] uses 18 jailbreak techniques mostly template or optimization-based (e.g.,
GCG [25], PAIR [18], TAP [38], AutoDAN [17] where identified as the most effective).

B.3 Text+Image-to-Text (VLM) Jailbreak Benchmarks

1. JailBreakV [105] contains 28,000 jailbreak text-image pairs. 70% of them are text-only jail-
breaks, using template-based techniques. The remaining 30% are image-only jailbreak that
uses encoding-based techniques (namely FigStep [62]).

2. MMJ-Bench [61] selecting encoding and optimization-based jailbreak techniques (e.g., Fig-
Step [62], HADES [63], imgJP [106]) based on their popularity and availability of source code
at the time.

zong2024safety
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